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Flipping Onsets to Enhances Syllabification

Abstract Two-year-old children who start learning to speak generally spell a
polysyllabic word by flipping onsets of consecutive syllables. Sometimes they
speak unclearly, hard to understand since the flipped onsets produce another
word that has a much different meaning. For instance, two onsets in an En-
glish word ”me.lon” (large round fruit of a plant of the gourd family) are
flipped to produce another word ”le.mon” (an acid fruit). In Bahasa Indone-
sia, such cases are quite common. For examples, two onsets in word ”ba.tu”
(stone) are swapped to be ”ta.bu” (taboo), two onsets in ”be.sar” (big) are
flipped to be ”se.bar” (spread), two onsets in ”ru.mah” (house) are swapped
to be ”mu.rah” (cheap), etc. A preliminary study on 50k Indonesian formal
words shows that the ratio between frequencies of the flipped-onset-bigrams
and the 50 most frequent original syllable-bigrams is quite high, up to 13.09%.
This research investigates the adoption of such phenomenon to enhances a
bigram orthographic syllabification model that is commonly poor for out-of-
vocabulary words. A 5-fold cross-validation on 50k Indonesian formal words
proves that the flipping onsets enhances the bigram orthographic syllabifica-
tion, where the syllable error rate (SER) is relatively reduced by 18.02%. The
method is also capable of producing quite low SER for a tiny trainset of 1k
words to generalize 10k unseen words. Besides, it can be simply generalized
to be applied to other languages as well as name-entities using a few specific
knowledge related to the sets of vowels, diphthongs, and consonants.

Keywords bigram ∙ consecutive syllables ∙ flipping onsets ∙ orthographic
syllabification

1 Introduction

A syllable is very important in phonology since it is relevant to the phonological
rules. It is also a basis to describe stresses in a language. Breaking a word into

Blinded Manuscript (Without any Author Details) Click here to view linked References

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

https://www.editorialmanager.com/ijst/viewRCResults.aspx?pdf=1&docID=2131&rev=0&fileID=36987&msid=68a9d68c-7351-483a-9fa7-0759e2c45af7
https://www.editorialmanager.com/ijst/viewRCResults.aspx?pdf=1&docID=2131&rev=0&fileID=36987&msid=68a9d68c-7351-483a-9fa7-0759e2c45af7


2

syllables automatically, commonly called automatic syllabification, is one of
the interesting researches since it relates to many other fields of studies as
well as applications. The automatic syllabification is commonly used in both
syllable-based speech recognition [30], [13], [19] and speech synthesis systems
[25]. It is also widely exploited in spell-checking [4], [23], information retrieval
[14], and statistical machine translation [18].

In general, an automatic syllabification can be applied to either grapheme
or phoneme sequences. For many formal words, a phonemic syllabification
commonly gives lower SER than an orthographic (also known as graphemic)
syllabification, as described in [28] and [24]. However, the phonemic syllabi-
fication needs a perfect phoneme sequence that generally cannot be provided
by any G2P model, but by a linguist. Moreover, it looks to be getting worse
(produce a higher SER) when it is applied for a name-entity since this problem
has a high dynamic and ambiguity. These facts make the graphemic syllabi-
fication is more widely used in practice than the phonemic one since it does
not need any module of grapheme-to-phoneme conversion (G2P).

The researchers mostly prefer to develop automatic syllabifications using
a statistical-based approach rather than the rule-based one [2], [26]. It can
be implemented using two different techniques: supervised and unsupervised
learning. The supervised learning is more popular and commonly implemented
using either global or local classification method.

Some global classifications to develop a syllabification model are neural
networks [8], [17], [29], decision tree [9], treebank [21], support vector machine
[5], hidden Markov model [16], finite-state transducers [11], [15], context-free
grammars [22], syllabification by analogy [1], unsupervised method [20], joint
n-gram models [27], and segmental conditional random fields (SCRF) [26].
Meanwhile, the syllabifications based on local classifications are generally de-
veloped using nearest neighbour-based methods as described in [24] and [28].
The local classifications are quite accurate but time consuming.

Some methods are designed to be low-cost as well as language-independent.
One of them is the bigram syllabification model. Although it is commonly poor
for low-resource languages with so many out-of-vocabulary (OOV) words, some
features can be added to improve its performance. One of the improved bigram
syllabifications is SCRF [26]. The main advantage of SCRF is high generaliza-
tion with limited trainset. But, this method is quite complex. It incorporates
eight features produced by three general principles of syllabification (sonority,
legality, and maximum onset) to calculate the syllable bigram probability. Be-
sides, it is applied to a phoneme string that is relatively easier to solve than a
grapheme string.

In this research, a new simpler scheme of flipping onsets contained in some
consecutive syllables is incorporated into a bigram-based method. Its effect
is investigated on an orthographic syllabification for Bahasa Indonesia as a
low resource language. First, a standard bigram is implemented as a baseline
model. A bigram with flipping onsets is then developed and then investigated
to see if it is capable of reducing the SER significantly.
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Flipping Onsets to Enhances Syllabification 3

The proposed scheme is inspired by an interesting phenomenon of two-
year-old children who start learning to speak. They generally spell a polysyl-
labic word by flipping onsets of two first consecutive syllables. Sometimes they
speak unclearly, hard to understand, since flipping those onsets may produce
another word that have much different meaning. For examples, an English
word ”ba.sin” (a bowl for washing) is spelled as ”sa.bin” (a vaccine against
poliomyelitis), ”ca.po” (the head of a crime syndicate) is spoken as ”pa.co”
(alpaca), and ”me.lon” (large round fruit of a plant of the gourd family) is
said as ”le.mon” (an acid fruit). In Bahasa Indonesia, such cases are quite
common. For instance, onsets of two syllables in word ”ba.wah” (under) are
flipped to be ”wa.bah” (epidemic), onsets in ”be.kal” (stock) are swapped
to be ”ke.bal” (immune), onsets in ”be.sar” (big) are flipped to be ”se.bar”
(spread), onsets in ”ke.sal” (upset) are swapped to be ”se.kal” (plump), etc.

A preliminary observation on 50k Indonesian formal words shows an inter-
esting fact. Table 1 illustrates the top 50 most frequent syllable-bigrams from
the 50k words, where their total frequency is 7,394. The interesting fact is
the flipped-onset-bigrams corresponding to those syllable-bigrams have a rela-
tively high frequency of 968. This produces a high ratio between the frequency
of the flipped-onset-bigram and the original syllable-bigram, i.e. 13.09%. This
ratio can be probably higher when the most frequent syllable-bigrams taken
into account are more than 50. Hence, the proposed scheme of flipping onsets
is expected to relatively reduce the SER by at least 13.09%.

However, two-year-old children sometimes also flip onsets in the second
and the third syllables. For instance, the onsets in an Indonesian formal word
”ke.pa.la” (head) are flipped to be ”ke.la.pa” (coconut). Hence, flipping onsets
can be generalized into more than two consecutive syllables. This phenomenon
is also investigated by doing some experiments with varying number of consec-
utive syllables from 2 to 7. This is motivated by a fact that Bahasa Indonesia
has some long words containing up to 7 syllables or more, where on average it
has 3.20 syllables in a word [28].

2 Flipping Onsets to Enhances a Bigram Syllabification

A word is composed of one or more syllables. A syllable contains a non-
obligatory onset, followed by an obligatory nucleus, and ended by a non-
obligatory coda [12]. The nucleus can be a single vowel, a diphthong or, in
some languages such as English, a sonorant consonant. In Bahasa Indonesia,
the nucleus is always either a single vowel or a diphthong while onset and
coda are always consonants [3], [7]. For example, an Indonesian word ”besar”
(big) is composed of two syllables, 〈be〉 and 〈sar〉. The first syllable contains
a nucleus 〈e〉 that is preceded by an onset 〈b〉 but not followed by any coda.
Meanwhile, the second syllable consists of a nucleus 〈a〉 with an onset 〈s〉 and
a coda 〈r〉.

Hence, the number of syllables contained in an Indonesia word should equal
to the number of vowels and/or diphthongs [3]. This simplifies the problem
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Table 1 Top 50 frequent syllable-bigrams generated from 50k Indonesian formal words
collected from KBBI

Rank Syllable-bigram Frequency Flipped-onsets-bigram Frequency
1 mem.per 382 pem.mer 0
2 me.nga 367 nge.ma 2
3 me.nge 330 nge.me 0
4 me.nye 295 nye.me 1
5 sa.si 251 sa.si 251
6 lo.gi 219 go.li 1
7 me.ma 181 me.ma 181
8 si.a 181 i.sa 4
9 pe.nga 174 nge.pa 3
10 me.ngu 172 nge.mu 8
11 ber.ke 162 ker.be 0
12 me.na 161 ne.ma 15
13 me.ne 161 ne.me 0
14 si.o 152 i.so 63
15 ka.si 150 si.ka 9
16 me.ngi 148 nge.mi 0
17 ta.si 145 sa.ti 5
18 me.ra 140 re.ma 12
19 me.ter 140 te.mer 0
20 ra.si 139 sa.ri 27
21 me.nya 138 nye.ma 7
22 si.kan 136 ki.san 9
23 me.la 132 le.ma 12
24 meng.ge 132 geng.me 0
25 ber.se 128 ser.be 0
26 pe.nye 128 nye.pe 2
27 li.sa 126 si.la 41
28 mem.be 124 bem.me 0
29 ber.a 120 er.ba 0
30 mem.ba 120 bem.ma 0
31 pe.ra 116 re.pa 6
32 me.le 115 le.me 3
33 na.si 115 sa.ni 13
34 me.me 114 me.me 114
35 pe.nge 113 nge.pe 0
36 men.de 112 den.me 0
37 me.re 110 re.me 6
38 la.si 106 sa.li 0
39 a.si 103 sa.i 18
40 a.li 101 la.i 9
41 me.nu 101 ne.mu 6
42 di.a 100 i.da 10
43 pe.la 99 le.pa 10
44 me.nyu 97 nye.mu 1
45 te.ra 97 re.ta 10
46 me.mu 96 me.mu 96
47 pa.ra 94 ra.pa 11
48 me.ngo 92 nge.mo 1
49 gra.fi 90 fa.gri 0
50 li.tas 89 ti.las 1
Total 7,394 968
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Flipping Onsets to Enhances Syllabification 5

of finding the correct syllabification since it limits the possible syllabification
points or boundaries in between vowels (and/or diphthongs). For instance,
the word ”besar” produces only two candidate syllabifications, i.e. 〈be.sar〉
and 〈bes.ar〉, while two others 〈b.esar〉 and 〈besa.r〉 are illegal syllabifications.

Vowels and consonants. In a text, some vowels and diphthongs can be auto-
matically detected using some methods, such as Sukhotin’s algorithm and its
combinations those are language-independent unsupervised learning [10]. Eval-
uations on 39 languages contain more than 100,000 symbols each show that the
average accuracy of Sukhotin’s algorithm is 95.66% [20]. Since Bahasa Indone-
sia has simple typological knowledge, this research does not exploit Sukhotin’s
algorithm. As described in [3], Bahasa Indonesia has five graphemes those are
single vowels {〈a〉, 〈e〉, 〈i〉, 〈o〉, 〈u〉}, four sequences of graphemes those form
diphthongs {〈ai〉, 〈au〉, 〈ei〉, 〈oi〉}, and twenty one graphemes those are con-
sonants {〈b〉, 〈c〉, 〈d〉, 〈f〉, 〈g〉, 〈h〉, 〈j〉, 〈k〉, 〈l〉, 〈m〉, 〈n〉, 〈p〉, 〈q〉, 〈r〉, 〈s〉, 〈t〉,
〈v〉, 〈w〉, 〈x〉, 〈y〉, 〈z〉}.

Monophthong and diphthong. One of challenges in automatic syllabification is
how to distinguish monophthong and diphthong. Two consecutive graphemes
〈ai〉 in the word ”cintai” (to love) are two monophthongs 〈a〉 and 〈i〉 so that
the word is syllabified as 〈cin.ta.i〉 while 〈ai〉 in the word ”intai” (to spy) is
a diphthong so that it is segmented as 〈in.tai〉. In bigram syllabification, the
problem regarding any word that probably contains a diphthong can be solved
by maximizing the bigram probabilities of all possible syllabifications. The
word ”cintai” produces six candidates, i.e. 〈ci.nta.i〉, 〈cin.ta.i〉, and 〈cint.a.i〉
(where 〈ai〉 are assumed as two monophthongs) as well as 〈ci.ntai〉, 〈cin.tai〉,
and 〈cint.ai〉 (where 〈ai〉 is hypothesized as a diphthong).

Bigram syllabification model. The bigram syllabification can be seen as find-
ing the most likely syllable sequence that represents a word. The probability
of a bigram syllabification of L tokens P (w1, w2, ..., wL) is calculated using
the probability chain. In practice, there are so many smoothing methods to
estimate the probability to solve the problem of sparsity affected by the OOV
words. One of them is the Stupid Backoff that is introduced in [6]. In the
Stupid Backoff smoothing, the probability is estimated using a score S that
may have a value bigger than 1

P (w1, w2, ..., wL) =
L∏

i=1

P (wi|wi−1) ≈
L∏

i=1

S(wi|wi−1), (1)

S(wi|wi−1) =






f(wi−1wi)
f(wi−1)

if f(wi−1wi) > 0

α f(wi)
N otherwise,

(2)

where f(wi−1wi) and f(wi) denotes the frequencies of occurrences of both
syllable-bigrams and syllable-unigrams in the trainset respectively, α is the
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6

backoff factor heuristically set to 0.4, and N is the trainset size [6]. In prac-
tical implementation, the score for an unseen syllable-unigram, a case where
f(wi) = 0, is approximated as the score for syllable-unigram seen once that
produces S(wi|wi−1) = α 1

(N+1) . The final score is computed using a logarith-

mic formula 1
−log(S) to avoid producing an underflow value.

Proposed model. In general, the bigram syllabification model is poor for a low
trainset with so many OOV syllable-bigrams [26]. In case of Bahasa Indonesia,
a relatively low trainset of 50k words contains a vocabulary V = 2, 267 distinct
syllable-unigrams and a total token N = 33, 147 unique syllable-bigrams. This
is only 0.64% (33, 147 out of 2, 2672 = 5, 139, 289 possible syllable-bigrams).
It means there are 99.36% unseen syllable-bigrams. In other words, it has
high OOV syllable-bigrams. To solve the problem, a simple modification of
the bigram syllabification model is proposed by incorporating a procedure
of flipping onsets of two or more consecutive syllables contained in a word.
Pseudocode of the proposed method, called bigram with flipping onsets (BFO),
can be briefly described in three steps below:

1. From a given grapheme sequence, detect all positions of vowels as well as
possible diphthongs and do the procedure of bigram syllabification with
Stupid Backoff smoothing, i.e. generate all C candidate syllabifications
and compute their scores Si, where i = 1, 2, ..., C , using Equation 1 and
Equation 2;

2. For each candidate syllabification do flipping onsets in B consecutive sylla-
bles to generate new (B−1) candidates, where B is an integer bigger than
2, and compute the average score S̄i by taking into account the previous
corresponding score in step 1; and

3. Finally, select the ith candidate with the highest average score S̄i as the
best syllabification.

The comparison of Bigram and BFO can be simply explained using five
illustrations in Table 2 to Table 6, where both model are developed using
a trainset of 40k words. In Table 2, the bigram syllabification segments the
word containing possible diphthong ”hasai” (fragile) into a wrong syllabifi-
cation 〈ha.sa.i〉. In contrast, Table 3 shows that BFO correctly gives a true
syllabification 〈ha.sai〉. A more complex example is syllabification of a word
”berani” (brave) that has three syllables. In Table 4, the bigram syllabifica-
tion segments the word ”berani” into a wrong syllabification 〈ber.a.ni〉. In
contrast, Table 5 and Table 6 shows that BFO with two and three flipped
onsets successfully produces a true syllabification 〈be.ra.ni〉.

3 Result and Discussion

In this research, the dataset of 50k Indonesian formal words with their syl-
labification points is used. It is the same dataset as described in [24]. Two
experiments are conducted to investigate the effects of both trainset sizes and
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Flipping Onsets to Enhances Syllabification 7

Table 2 Bigram syllabification breaks the word ”hasai” into a wrong syllabification
〈ha.sa.i〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

ha.sa.i 0.0677 has.a.i 0.0468 ha.sai 0.0660 has.ai 0.0533
S̄1 0.0677 S̄2 0.0468 S̄3 0.0660 S̄4 0.0533

Table 3 BFO correctly segments a word ”hasai” into 〈ha.sai〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

ha.sa.i 0.0677 has.a.i 0.0468 ha.sai 0.0660 has.ai 0.0533
sa.ha.i 0.0611 as.ha.i 0.0485 sa.hai 0.0639 as.hai 0.0571

S̄1 0.1288 S̄2 0.0953 S̄3 0.1299 S̄4 0.1104

Table 4 Bigram syllabification breaks the word ”berani” into a wrong syllabification
〈ber.a.ni〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

be.ra.ni 0.0776 be.ran.i 0.0634 ber.a.ni 0.0836 ber.an.i 0.0661
S̄1 0.0776 S̄2 0.0634 S̄3 0.0836 S̄4 0.0661

Table 5 BFO with two flipped onsets correctly syllabifies the word ”berani” into 〈be.ra.ni〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

be.ra.ni 0.0836 be.ran.i 0.0634 ber.a.ni 0.0776 ber.an.i 0.0661
re.ba.ni 0.0588 re.ban.i 0.0549 er.ba.ni 0.0566 er.ban.i 0.0435

S̄1 0.0712 S̄2 0.0592 S̄3 0.0671 S̄4 0.0548

Table 6 BFO with three flipped onsets correctly segments a word ”berani” into 〈be.ra.ni〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

be.ra.ni 0.0776 be.ran.i 0.0634 ber.a.ni 0.0836 ber.an.i 0.0661
re.ba.ni 0.0588 re.ban.i 0.0549 er.ba.ni 0.0566 er.ban.i 0.0435
be.na.ri 0.0765 be.an.ri 0.0575 ber.na.i 0.0658 ber.an.i 0.0661

S̄1 0.0710 S̄2 0.0586 S̄3 0.0687 S̄4 0.0586

number of flipped onsets. The performance is measured using a syllable error
rate (the percentage of syllable error).

Trainset sizes. First, the 50k words in the dataset are randomly selected to
produce six trainset sizes: 1k, 5k, 10k, 20k, 30, and 40k. The random selection
is performed five times for each trainset size. The testset size is fixed to 10k.
Next, the experiments to investigate the performance of both Bigram and
BFO syllabifications are repeated five times for each trainset size to reduce the
random effect. The results illustrated by Fig. 1 shows that BFO syllabification
produces lower average SERs for all trainset sizes than the Bigram one. For
the smallest trainset size of 1k, BFO produces lower average SER of 16.13%
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than Bigram that reaches up to 19.30%. This result shows that BFO has a
high generalization, where it gives a quite low SER for a much bigger testset of
10k unseen words based on a very small trainset of 1k words. For the trainset
size of 10k, which is the same as the testset size, BFO produces much lower
average SER of 4.96% than Bigram that reaches 6.29%. For the biggest trainset
size of 40k, BFO gives the lowest average SER of 3.11% while Bigram reaches
3.80%. It means the proposed scheme relatively reduces the SER by 18.02%
as expected. This result of BFO is slightly worse compared to the nearest
neighbour-based syllabification in [24] that produces SER of 2.27%, but BFO
is much more efficient in computation.

Fig. 1 Comparison of Bigram and BFO for some varying sizes of trainsets. BFO gives lower
SERs for all trainset sizes, especially for the smallest one

Number of flipped onsets. In this experiment, the dataset is randomly divided
into five distinct subsets to do the 5-fold cross-validation. The results in Fig. 2
shows that flipping two onsets produces the lowest average SER of 3.11%. The
SER slightly increases with increasing number of flipped onsets. The detail
observations show that taking into account more than two flipped onsets pro-
duces some biases in the average scores of the candidate syllabifications. This
result follows a phenomenon that two-year-old children frequently flip the two
first onsets, but rarely flip three or more onsets, contained in a word.

Hard-to-solve problems. The proposed method sometimes fails to syllabify
some ambiguous words, which come from some roots those are similar to
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Fig. 2 SER of BFO for some varying number of flipped onsets

derivatives. For examples, a root ”beruju” (youngest) is syllabified as 〈be.ru.ju〉
but a derivative ”berujud” (tangible) is segmented into 〈ber.u.jud〉, where the
prefix 〈ber〉 is split from the root 〈u.jud〉. The suffix 〈i〉 sometimes is also
confused with the diphthong 〈ai〉. For instance, the word ”cintai” (to love) is
segmented into 〈cin.ta.i〉, where the suffix 〈i〉 is split from the root 〈cin.ta〉,
while a root ”intai” (to spy) is syllabified into 〈in.tai〉. A detailed observation
shows that the syllabification errors are mostly dominated by these problems
since Bahasa Indonesia has many affixes, i.e. seven prefixes, four infixes, and
eighteen suffixes [3], those produce many derivatives with high similarity to
some roots. The problem related to the suffix 〈i〉 and diphthong 〈ai〉 probably
can be solved by adding a high accuracy preprocessing model of diphthong
detection before developing the syllable-bigrams.

Generalization to other languages as well as name-entities. English has some
polysyllabic words those can produce another words if their onsets are flipped.
For examples, flipping two onsets in a word ”ba.sin” (a bowl for washing) pro-
duces another word ”sa.bin” (a vaccine against poliomyelitis), flipping onsets
in ”ca.po” (the head of a crime syndicate) produces ”pa.co” (alpaca). Since
BFO just exploits both syllable-bigrams and flipping onsets, it obviously can
be applied to any language. It does not need any specific knowledge except
the sets of vowels, diphthongs, and consonants. Flipping onsets is also common
in name-entities. For instances, flipping two onsets in a name-entity ”to.kyo”
(the capital of Japan) produces another name-entity ”kyo.to” (the old capi-
tal of Japan), flipping two onsets in ”ber.lin” (the capital of Germany) yields
”ler.bin” (a name of person), flipping two onsets in ”i.ran” (a country in West-
ern Asia) produces ”ri.an” (a name of person), etc. In cases of name-entities,
BFO also can be applied easily by providing a trainset of name-entities and
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three sets of symbols for vowels, diphthongs, and consonants. This advantage
makes the BFO much simpler than the nearest neighbour-based syllabification
proposed in [24], which highly depends on the specific-language knowledge of
both phonemic and phonotactic rules.

4 Conclusion

The proposed simple scheme of flipping onsets of consecutive syllables in a
word significantly improves the bigram orthographic syllabification model,
where the SER relatively decreases up to 18.02%. The method is capable of
producing quite low SER for a limited trainset of 1k words to generalize 10k
unseen words. It can be generalized to be applied to other languages using a
few specific knowledge related to the sets of vowels, diphthongs, and conso-
nants. It is also possible to be exploited to syllabify name-entities. Compared
to the nearest neighbour-based syllabification, it is slightly worse in accuracy
but faster in computation and simpler to be generalized to other languages
and name-entities. In the future, a diphthong detection can be added as a
preprocessing procedure to solve some errors regarding the diphthongs.

Acknowledgements I would like to thank Muhammad Agha Ariyanto for the inspiration
and all colleagues in Telkom University for the supports.
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orthographic syllabification, where the syllable error rate (SER) is relatively reduced by
18.02%. The method is also capable of producing quite low SER for a tiny trainset of
1k words to generalize 10k unseen words. Besides, it can be simply generalized to be
applied to other languages as well as name-entities using a few specific knowledge
related to the sets of vowels, diphthongs, and consonants.
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Abstract Two-year-old children who start learning to speak generally spell a
polysyllabic word by flipping onsets of consecutive syllables. Sometimes they
speak unclearly, hard to understand since the flipped onsets produce another
word that has a much different meaning. For instance, two onsets in an En-
glish word ”me.lon” (large round fruit of a plant of the gourd family) are
flipped to produce another word ”le.mon” (an acid fruit). In Bahasa Indone-
sia, such cases are quite common. For examples, two onsets in word ”ba.tu”
(stone) are swapped to be ”ta.bu” (taboo), two onsets in ”be.sar” (big) are
flipped to be ”se.bar” (spread), two onsets in ”ru.mah” (house) are swapped
to be ”mu.rah” (cheap), etc. A preliminary study on 50k Indonesian formal
words shows that the ratio between frequencies of the flipped-onset-bigrams
and the 50 most frequent original syllable-bigrams is quite high, up to 13.09%.
This research investigates the adoption of such phenomenon to enhances a
bigram orthographic syllabification model that is commonly poor for out-of-
vocabulary words. A 5-fold cross-validation on 50k Indonesian formal words
proves that the flipping onsets enhances the bigram orthographic syllabifica-
tion, where the syllable error rate (SER) is relatively reduced by 18.02%. The
method is also capable of producing quite low SER for a tiny trainset of 1k
words to generalize 10k unseen words. Besides, it can be simply generalized
to be applied to other languages as well as named-entities using a few specific
knowledge related to the sets of vowels, diphthongs, and consonants.

Keywords bigram ∙ consecutive syllables ∙ flipping onsets ∙ orthographic
syllabification

1 Introduction

A syllable is very important in phonology since it is relevant to the phonological
rules. It is also a basis to describe stresses in a language. Breaking a word into
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syllables automatically, commonly called automatic syllabification, is one of
the interesting researches since it relates to many other fields of studies as
well as applications. The automatic syllabification is commonly used in both
syllable-based speech recognition [30], [13], [19] and speech synthesis systems
[25]. It is also widely exploited in spell-checking [4], [23], information retrieval
[14], and statistical machine translation [18].

In general, an automatic syllabification can be applied to either grapheme
or phoneme sequences. For many formal words, a phonemic syllabification
commonly gives lower SER than an orthographic (also known as graphemic)
syllabification, as described in [28] and [24]. However, the phonemic syllabifi-
cation needs a perfect phoneme sequence that generally cannot be provided by
any G2P model, but by a linguist. Moreover, it looks to be getting worse (pro-
duce a higher SER) when it is applied for a named-entity since this problem
has a high dynamic and ambiguity. These facts make the graphemic syllabi-
fication is more widely used in practice than the phonemic one since it does
not need any module of grapheme-to-phoneme conversion (G2P).

The researchers mostly prefer to develop automatic syllabifications using
a statistical-based approach rather than the rule-based one [2], [26]. It can
be implemented using two different techniques: supervised and unsupervised
learning. The supervised learning is more popular and commonly implemented
using either global or local classification method.

Some global classifications to develop a syllabification model are neural
networks [8], [17], [29], decision tree [9], treebank [21], support vector machine
[5], hidden Markov model [16], finite-state transducers [11], [15], context-free
grammars [22], syllabification by analogy [1], unsupervised method [20], joint
n-gram models [27], and segmental conditional random fields (SCRF) [26].
Meanwhile, the syllabifications based on local classifications are generally de-
veloped using nearest neighbour-based methods as described in [24] and [28].
The local classifications are quite accurate but time consuming.

Some methods are designed to be low-cost as well as language-independent.
One of them is the bigram syllabification model. Although it is commonly poor
for low-resource languages with so many out-of-vocabulary (OOV) words, some
features can be added to improve its performance. One of the improved bigram
syllabifications is SCRF [26]. The main advantage of SCRF is high generaliza-
tion with limited trainset. But, this method is quite complex. It incorporates
eight features produced by three general principles of syllabification (sonority,
legality, and maximum onset) to calculate the syllable bigram probability. Be-
sides, it is applied to a phoneme string that is relatively easier to solve than a
grapheme string.

In this research, a new simpler scheme of flipping onsets contained in some
consecutive syllables is incorporated into a bigram-based method. Its effect
is investigated on an orthographic syllabification for Bahasa Indonesia as a
low resource language. First, a standard bigram is implemented as a baseline
model. A bigram with flipping onsets is then developed and then investigated
to see if it is capable of reducing the SER significantly.
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Flipping Onsets to Enhance Syllabification 3

The proposed scheme is inspired by an interesting phenomenon of two-
year-old children who start learning to speak. They generally spell a polysyl-
labic word by flipping onsets of two first consecutive syllables. Sometimes they
speak unclearly, hard to understand, since flipping those onsets may produce
another word that have much different meaning. For examples, an English
word ”ba.sin” (a bowl for washing) is spelled as ”sa.bin” (a vaccine against
poliomyelitis), ”ca.po” (the head of a crime syndicate) is spoken as ”pa.co”
(alpaca), and ”me.lon” (large round fruit of a plant of the gourd family) is
said as ”le.mon” (an acid fruit). In Bahasa Indonesia, such cases are quite
common. For instance, onsets of two syllables in word ”ba.wah” (under) are
flipped to be ”wa.bah” (epidemic), onsets in ”be.kal” (stock) are swapped
to be ”ke.bal” (immune), onsets in ”be.sar” (big) are flipped to be ”se.bar”
(spread), onsets in ”ke.sal” (upset) are swapped to be ”se.kal” (plump), etc.

A preliminary observation on 50k Indonesian formal words shows an inter-
esting fact. Table 1 illustrates the top 50 most frequent syllable-bigrams from
the 50k words, where their total frequency is 7,394. The interesting fact is
the flipped-onset-bigrams corresponding to those syllable-bigrams have a rela-
tively high frequency of 968. This produces a high ratio between the frequency
of the flipped-onset-bigram and the original syllable-bigram, i.e. 13.09%. This
ratio can be probably higher when the most frequent syllable-bigrams taken
into account are more than 50. Hence, the proposed scheme of flipping onsets
is expected to relatively reduce the SER by at least 13.09%.

However, two-year-old children sometimes also flip onsets in the second
and the third syllables. For instance, the onsets in an Indonesian formal word
”ke.pa.la” (head) are flipped to be ”ke.la.pa” (coconut). Hence, flipping onsets
can be generalized into more than two consecutive syllables. This phenomenon
is also investigated by doing some experiments with varying number of consec-
utive syllables from 2 to 7. This is motivated by a fact that Bahasa Indonesia
has some long words containing up to 7 syllables or more, where on average it
has 3.20 syllables in a word [28].

2 Flipping Onsets to Enhances a Bigram Syllabification

A word is composed of one or more syllables. A syllable contains a non-
obligatory onset, followed by an obligatory nucleus, and ended by a non-
obligatory coda [12]. The nucleus can be a single vowel, a diphthong or, in
some languages such as English, a sonorant consonant. In Bahasa Indonesia,
the nucleus is always either a single vowel or a diphthong while onset and
coda are always consonants [3], [7]. For example, an Indonesian word ”besar”
(big) is composed of two syllables, 〈be〉 and 〈sar〉. The first syllable contains
a nucleus 〈e〉 that is preceded by an onset 〈b〉 but not followed by any coda.
Meanwhile, the second syllable consists of a nucleus 〈a〉 with an onset 〈s〉 and
a coda 〈r〉.

Hence, the number of syllables contained in an Indonesia word should equal
to the number of vowels and/or diphthongs [3]. This simplifies the problem
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Table 1 Top 50 frequent syllable-bigrams generated from 50k Indonesian formal words
collected from KBBI

Rank Syllable-bigram Frequency Flipped-onsets-bigram Frequency
1 mem.per 382 pem.mer 0
2 me.nga 367 nge.ma 2
3 me.nge 330 nge.me 0
4 me.nye 295 nye.me 1
5 sa.si 251 sa.si 251
6 lo.gi 219 go.li 1
7 me.ma 181 me.ma 181
8 si.a 181 i.sa 4
9 pe.nga 174 nge.pa 3
10 me.ngu 172 nge.mu 8
11 ber.ke 162 ker.be 0
12 me.na 161 ne.ma 15
13 me.ne 161 ne.me 0
14 si.o 152 i.so 63
15 ka.si 150 si.ka 9
16 me.ngi 148 nge.mi 0
17 ta.si 145 sa.ti 5
18 me.ra 140 re.ma 12
19 me.ter 140 te.mer 0
20 ra.si 139 sa.ri 27
21 me.nya 138 nye.ma 7
22 si.kan 136 ki.san 9
23 me.la 132 le.ma 12
24 meng.ge 132 geng.me 0
25 ber.se 128 ser.be 0
26 pe.nye 128 nye.pe 2
27 li.sa 126 si.la 41
28 mem.be 124 bem.me 0
29 ber.a 120 er.ba 0
30 mem.ba 120 bem.ma 0
31 pe.ra 116 re.pa 6
32 me.le 115 le.me 3
33 na.si 115 sa.ni 13
34 me.me 114 me.me 114
35 pe.nge 113 nge.pe 0
36 men.de 112 den.me 0
37 me.re 110 re.me 6
38 la.si 106 sa.li 0
39 a.si 103 sa.i 18
40 a.li 101 la.i 9
41 me.nu 101 ne.mu 6
42 di.a 100 i.da 10
43 pe.la 99 le.pa 10
44 me.nyu 97 nye.mu 1
45 te.ra 97 re.ta 10
46 me.mu 96 me.mu 96
47 pa.ra 94 ra.pa 11
48 me.ngo 92 nge.mo 1
49 gra.fi 90 fa.gri 0
50 li.tas 89 ti.las 1
Total 7,394 968
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Flipping Onsets to Enhance Syllabification 5

of finding the correct syllabification since it limits the possible syllabification
points or boundaries in between vowels (and/or diphthongs). For instance,
the word ”besar” produces only two candidate syllabifications, i.e. 〈be.sar〉
and 〈bes.ar〉, while two others 〈b.esar〉 and 〈besa.r〉 are illegal syllabifications.

Vowels and consonants. In a text, some vowels and diphthongs can be auto-
matically detected using some methods, such as Sukhotin’s algorithm and its
combinations those are language-independent unsupervised learning [10]. Eval-
uations on 39 languages contain more than 100,000 symbols each show that the
average accuracy of Sukhotin’s algorithm is 95.66% [20]. Since Bahasa Indone-
sia has simple typological knowledge, this research does not exploit Sukhotin’s
algorithm. As described in [3], Bahasa Indonesia has five graphemes those are
single vowels {〈a〉, 〈e〉, 〈i〉, 〈o〉, 〈u〉}, four sequences of graphemes those form
diphthongs {〈ai〉, 〈au〉, 〈ei〉, 〈oi〉}, and twenty one graphemes those are con-
sonants {〈b〉, 〈c〉, 〈d〉, 〈f〉, 〈g〉, 〈h〉, 〈j〉, 〈k〉, 〈l〉, 〈m〉, 〈n〉, 〈p〉, 〈q〉, 〈r〉, 〈s〉, 〈t〉,
〈v〉, 〈w〉, 〈x〉, 〈y〉, 〈z〉}.

Monophthong and diphthong. One of challenges in automatic syllabification is
how to distinguish monophthong and diphthong. Two consecutive graphemes
〈ai〉 in the word ”cintai” (to love) are two monophthongs 〈a〉 and 〈i〉 so that
the word is syllabified as 〈cin.ta.i〉 while 〈ai〉 in the word ”intai” (to spy) is
a diphthong so that it is segmented as 〈in.tai〉. In bigram syllabification, the
problem regarding any word that probably contains a diphthong can be solved
by maximizing the bigram probabilities of all possible syllabifications. The
word ”cintai” produces six candidates, i.e. 〈ci.nta.i〉, 〈cin.ta.i〉, and 〈cint.a.i〉
(where 〈ai〉 are assumed as two monophthongs) as well as 〈ci.ntai〉, 〈cin.tai〉,
and 〈cint.ai〉 (where 〈ai〉 is hypothesized as a diphthong).

Bigram syllabification model. The bigram syllabification can be seen as find-
ing the most likely syllable sequence that represents a word. The probability
of a bigram syllabification of L tokens P (w1, w2, ..., wL) is calculated using
the probability chain. In practice, there are so many smoothing methods to
estimate the probability to solve the problem of sparsity affected by the OOV
words. One of them is the Stupid Backoff that is introduced in [6]. In the
Stupid Backoff smoothing, the probability is estimated using a score S that
may have a value bigger than 1

P (w1, w2, ..., wL) =
L∏

i=1

P (wi|wi−1) ≈
L∏

i=1

S(wi|wi−1), (1)

S(wi|wi−1) =






f(wi−1wi)
f(wi−1)

if f(wi−1wi) > 0

α f(wi)
N otherwise,

(2)

where f(wi−1wi) and f(wi) denotes the frequencies of occurrences of both
syllable-bigrams and syllable-unigrams in the trainset respectively, α is the
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backoff factor heuristically set to 0.4, and N is the trainset size [6]. In prac-
tical implementation, the score for an unseen syllable-unigram, a case where
f(wi) = 0, is approximated as the score for syllable-unigram seen once that
produces S(wi|wi−1) = α 1

(N+1) . The final score is computed using a logarith-

mic formula 1
−log(S) to avoid producing an underflow value.

Proposed model. In general, the bigram syllabification model is poor for a low
trainset with so many OOV syllable-bigrams [26]. In case of Bahasa Indonesia,
a relatively low trainset of 50k words contains a vocabulary V = 2, 267 distinct
syllable-unigrams and a total token N = 33, 147 unique syllable-bigrams. This
is only 0.64% (33, 147 out of 2, 2672 = 5, 139, 289 possible syllable-bigrams).
It means there are 99.36% unseen syllable-bigrams. In other words, it has
high OOV syllable-bigrams. To solve the problem, a simple modification of
the bigram syllabification model is proposed by incorporating a procedure
of flipping onsets of two or more consecutive syllables contained in a word.
Pseudocode of the proposed method, called bigram with flipping onsets (BFO),
can be briefly described in three steps below:

1. From a given grapheme sequence, detect all positions of vowels as well as
possible diphthongs and do the procedure of bigram syllabification with
Stupid Backoff smoothing, i.e. generate all C candidate syllabifications
and compute their scores Si, where i = 1, 2, ..., C , using Equation 1 and
Equation 2;

2. For each candidate syllabification do flipping onsets in B consecutive sylla-
bles to generate new (B−1) candidates, where B is an integer bigger than
2, and compute the average score S̄i by taking into account the previous
corresponding score in step 1; and

3. Finally, select the ith candidate with the highest average score S̄i as the
best syllabification.

The comparison of Bigram and BFO can be simply explained using five
illustrations in Table 2 to Table 6, where both model are developed using
a trainset of 40k words. In Table 2, the bigram syllabification segments the
word containing possible diphthong ”hasai” (fragile) into a wrong syllabifi-
cation 〈ha.sa.i〉. In contrast, Table 3 shows that BFO correctly gives a true
syllabification 〈ha.sai〉. A more complex example is syllabification of a word
”berani” (brave) that has three syllables. In Table 4, the bigram syllabifica-
tion segments the word ”berani” into a wrong syllabification 〈ber.a.ni〉. In
contrast, Table 5 and Table 6 shows that BFO with two and three flipped
onsets successfully produces a true syllabification 〈be.ra.ni〉.

3 Result and Discussion

In this research, the dataset of 50k Indonesian formal words with their syl-
labification points is used. It is the same dataset as described in [24]. Two
experiments are conducted to investigate the effects of both trainset sizes and
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Flipping Onsets to Enhance Syllabification 7

Table 2 Bigram syllabification breaks the word ”hasai” into a wrong syllabification
〈ha.sa.i〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

ha.sa.i 0.0677 has.a.i 0.0468 ha.sai 0.0660 has.ai 0.0533
S̄1 0.0677 S̄2 0.0468 S̄3 0.0660 S̄4 0.0533

Table 3 BFO correctly segments a word ”hasai” into 〈ha.sai〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

ha.sa.i 0.0677 has.a.i 0.0468 ha.sai 0.0660 has.ai 0.0533
sa.ha.i 0.0611 as.ha.i 0.0485 sa.hai 0.0639 as.hai 0.0571

S̄1 0.1288 S̄2 0.0953 S̄3 0.1299 S̄4 0.1104

Table 4 Bigram syllabification breaks the word ”berani” into a wrong syllabification
〈ber.a.ni〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

be.ra.ni 0.0776 be.ran.i 0.0634 ber.a.ni 0.0836 ber.an.i 0.0661
S̄1 0.0776 S̄2 0.0634 S̄3 0.0836 S̄4 0.0661

Table 5 BFO with two flipped onsets correctly syllabifies the word ”berani” into 〈be.ra.ni〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

be.ra.ni 0.0836 be.ran.i 0.0634 ber.a.ni 0.0776 ber.an.i 0.0661
re.ba.ni 0.0588 re.ban.i 0.0549 er.ba.ni 0.0566 er.ban.i 0.0435

S̄1 0.0712 S̄2 0.0592 S̄3 0.0671 S̄4 0.0548

Table 6 BFO with three flipped onsets correctly segments a word ”berani” into 〈be.ra.ni〉

Candidate 1 Candidate 2 Candidate 3 Candidate 4
Syllabific. S1 Syllabific. S2 Syllabific. S3 Syllabific. S4

be.ra.ni 0.0776 be.ran.i 0.0634 ber.a.ni 0.0836 ber.an.i 0.0661
re.ba.ni 0.0588 re.ban.i 0.0549 er.ba.ni 0.0566 er.ban.i 0.0435
be.na.ri 0.0765 be.an.ri 0.0575 ber.na.i 0.0658 ber.an.i 0.0661

S̄1 0.0710 S̄2 0.0586 S̄3 0.0687 S̄4 0.0586

number of flipped onsets. The performance is measured using a syllable error
rate (the percentage of syllable error).

Trainset sizes. First, the 50k words in the dataset are randomly selected to
produce six trainset sizes: 1k, 5k, 10k, 20k, 30, and 40k. The random selection
is performed five times for each trainset size. The testset size is fixed to 10k.
Next, the experiments to investigate the performance of both Bigram and
BFO syllabifications are repeated five times for each trainset size to reduce the
random effect. The results illustrated by Fig. 1 shows that BFO syllabification
produces lower average SERs for all trainset sizes than the Bigram one. For
the smallest trainset size of 1k, BFO produces lower average SER of 16.13%
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than Bigram that reaches up to 19.30%. This result shows that BFO has a high
generalization, where it gives a quite low SER for a much bigger testset of 10k
unseen words based on a very small trainset of 1k words. For the trainset size
of 10k, which is the same as the testset size, BFO produces much lower average
SER of 4.96% than Bigram that gives 6.29%. For the biggest trainset size of
40k, BFO also produces lower average SER of 3.11% than Bigram that gives
3.80%. It means the proposed scheme relatively reduces the SER by 18.02%
as expected.

Fig. 1 Comparison of Bigram and BFO for some varying sizes of trainsets. BFO gives lower
SERs for all trainset sizes, especially for the smallest one

Comparison to another model. In this experiment, BFO is compared to an-
other model of syllabification based on Fuzzy k-Nearest Neighbour in every
Class (FkNNC) using the same dataset of 50 k words with 5-folds cross-
validation described in [24]. The results show that BFO is slightly worse than
FkNNC, where BFO produces higher averaged SER of 3.11% than FkNNC
that gives averaged SER of 2.27%. But, BFO is much more efficient in com-
putation since it just calculates the probabilities of candidate syllables taking
into account a few (tens or less) possible bigrams with flipping onsets to deter-
mine the syllabification points, as illustrated in both Table 3 and Table 5. In
contrast, FkNNC has to calculate the distances between a candidate pattern
of syllabification and all (250 thousands) patterns in the trainset, then select
the k nearest neighbour patterns in both class of syllabification point and not
syllabification point, and finally find the lowest total fuzzy-distance to decide
if the candidate is a syllabification point or not.
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Number of flipped onsets. In this experiment, the dataset is randomly divided
into five distinct subsets to do the 5-fold cross-validation. The experimental
results illustrated by Fig. 2 shows that flipping two onsets produces the lowest
average SER of 3.11%. The SER slightly increases with increasing number of
flipped onsets. The detail observations show that taking into account more
than two flipped onsets produces some biases in the average scores of the
candidate syllabifications. This result follows a phenomenon that two-year-old
children frequently flip the two first onsets, but rarely flip three or more onsets,
contained in a word.

Fig. 2 SER of BFO for some varying number of flipped onsets

Hard-to-solve problems. The proposed method sometimes fails to syllabify
some ambiguous words, which come from some roots those are similar to
derivatives. For examples, a root ”beruju” (youngest) is syllabified as 〈be.ru.ju〉
but a derivative ”berujud” (tangible) is segmented into 〈ber.u.jud〉, where the
prefix 〈ber〉 is split from the root 〈u.jud〉. The suffix 〈i〉 sometimes is also
confused with the diphthong 〈ai〉. For instance, the word ”cintai” (to love) is
segmented into 〈cin.ta.i〉, where the suffix 〈i〉 is split from the root 〈cin.ta〉,
while a root ”intai” (to spy) is syllabified into 〈in.tai〉. A detailed observation
shows that the syllabification errors are mostly dominated by these problems
since Bahasa Indonesia has many affixes, i.e. seven prefixes, four infixes, and
eighteen suffixes [3], those produce many derivatives with high similarity to
some roots. The problem related to the suffix 〈i〉 and diphthong 〈ai〉 probably
can be solved by adding a high accuracy preprocessing model of diphthong
detection before developing the syllable-bigrams.
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Generalization to other languages as well as named-entities. English has some
polysyllabic words those can produce another words if their onsets are flipped.
For examples, flipping two onsets in a word ”ba.sin” (a bowl for washing) pro-
duces another word ”sa.bin” (a vaccine against poliomyelitis), flipping onsets
in ”ca.po” (the head of a crime syndicate) produces ”pa.co” (alpaca). Since
BFO just exploits both syllable-bigrams and flipping onsets, it obviously can
be applied to any language. It does not need any specific knowledge except the
sets of vowels, diphthongs, and consonants. Flipping onsets is also common in
named-entities. For instances, flipping two onsets in a named-entity ”to.kyo”
(the capital of Japan) produces another named-entity ”kyo.to” (the old capi-
tal of Japan), flipping two onsets in ”ber.lin” (the capital of Germany) yields
”ler.bin” (a name of person), flipping two onsets in ”i.ran” (a country in West-
ern Asia) produces ”ri.an” (a name of person), etc. In cases of named-entities,
BFO also can be applied easily by providing a trainset of named-entities and
three sets of symbols for vowels, diphthongs, and consonants. This advantage
makes the BFO much simpler than the nearest neighbour-based syllabification
proposed in [24], which highly depends on the specific-language knowledge of
both phonemic and phonotactic rules.

4 Conclusion

The proposed simple scheme of flipping onsets of consecutive syllables in a
word significantly improves the bigram orthographic syllabification model,
where the SER relatively decreases up to 18.02%. The method is capable of
producing quite low SER for a limited trainset of 1k words to generalize 10k
unseen words. It can be generalized to be applied to other languages using a
few specific knowledge related to the sets of vowels, diphthongs, and conso-
nants. It is also possible to be exploited to syllabify named-entities. Compared
to the nearest neighbour-based syllabification, it is slightly worse in accuracy
but faster in computation and simpler to be generalized to other languages
and named-entities. In the future, a diphthong detection can be added as a
preprocessing procedure to solve some errors regarding the diphthongs.

Acknowledgements I would like to thank my wife, Ari Virgandini, as well as my beloved
sons, Muhammad Arkan Ariyanto and Muhammad Agha Ariyanto, for the great inspiring
ideas of flipping your onsets, and also all colleagues in Telkom University for the supports.

References

1. Adsett, C.R., Marchand, Y.: A comparison of data-driven automatic syllabification
methods. In: Proceedings of the 16th International Symposium on String Processing
and Information Retrieval (SPIRE), pp. 174–181. Springer Berlin Heidelberg (2009).
DOI 10.1007/978-3-642-03784-9
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